
harmful to individual's psyche, that is why majority of 
countries have imposed restriction upon uploading of 
such images on social media sites [ii]. Besides these 
restrictions they are unable to control the spreading of 
manipulated images worldwide. There should be some 
efficient technique to classify manipulated images 
before it creates a fuss in social media and effect 
individuals psyche. This paper proposes a model for the 
classification of forged images.

Literature review shows that high performance 
image classification can be exercised with the help of 
feature extracting schemes and by using machine 
learning algorithms [v-vi]. The main problem in 
developing merged image identification system is to 
select relevant feature extracting scheme and 
classification system that can achieve any desired 
goals. Feature extraction is essential in identification 
process because images are too complex to be 
processed by any classification system [vii]. Features 
are extracted from images using various schemes 
including Fast Fourier Transform (FFT), Discrete 
Wavelet Transform (DWT) and Principle component 
analysis (PCA) to name a few. However, FFT is a good 
technique for frequency analysis while DWT is 
desirable to reduce dimensionality of data and for the 
data analysis in both frequency and spatial domain 
[vii]. Ideally the set of features used in classification 
should be independent of one another. Individual can 
use PCA which is an effective technique [viii], to obtain 
independent features and to eliminate redundant 
information [ix]. Feature measurements of images are 
passed to classifier that evaluate the features of images 
and affiliate to which category they belong e.g. in the 
case of email, classifiers colligate whether email is 
spam or not. There are several classifiers such as 
decision trees, neural networks, naïve Bayesian 
classifier for decision support system [x]. For highly 
accurate classification most of the classification 
systems used today are Artificial Neural Network 
(ANN) [xi-xii], but according to Xin Yao better 
intelligent system can be created if evolutionary 
algorithms (EAs) and ANNs are used in combination 
[xiii] known as Evolutionary artificial neural network 
EANN.
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Abstract-Recently various software have been 
invented in order to make the job of image 
manipulation more comfortable and effective. Using 
software images are merged in such a way that ocular 
review cannot differentiate the resulting forgeries from 
authentic images. This paper proposes a model for the 
identification of such merged images. Proposed 
methodology for identification is the connection of two 
stagesfeature extraction using principle component 
analysis and the use of classifier based on the 
evolutionary artificial neural network (EANN). The 
behavioral aspects of EANN phenotype was evaluated 
under changing parameters. The results obtained after 
experimentation were promising.

I. NOMENCLATURE

ANN Artificial Neural Network
EANN Evolutionary Artificial Neural

Network
BNN Biological Neural Network
PCA Principal Component Analysis
GA Genetic Algorithm

II. INTRODUCTION

In this era of modern technology image 
manipulation is one of the most common practices. 
Using various sophisticated software like Photoshop 
images are fused in such a way that an individual is 
remarkably unable to identify whether image is merged 
or not. Image forging is carried out commonly for 
deceitfulness.

Certain factors in images are added with the best 
intensions to make a merged image more believable 
and more likely to be imprinted on individual memories 
[i]. Although image merging has a lot of social, political 
and religious issues associated with it [ii]. A great deal 
of manipulated images are used for different purposes, 
black mailing is one of the major problem of the day 
especially on social media sites like Facebook and 
Tweeter [iii-iv]. Various countries like France and 
Britain have taken action against the prevalence of 
forged images; they claim that these unreal images are 
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Fig.1.Computational Neuron Architecture

A. EANN Algorithm Functionality
For having a good grasp on how EANN operates, 

the fundamental parts in Fig. 2 which accounts for the 
EANN operation are described in detail as follow

1) Initialization
In the initialization, all the weights (genes) in the 

EANN phenotype (architecture) are joined to make a 
string called genotype. Random numbers are assigned 
for each gene (weight) between -1 and 1. This 
generated string (parent) is then used as a member of 
initial population as shown in Fig. 3. 

2) Mutation
Mutation is to alter individual genes to produce a 

new individual child. Number of mutants are chosen in 
accordance to evolutionary strategy (1 + ë)-ES, which 
states that ë mutants can be generated from a parent. 
Mutants compete with the parent for fitness; the fittest 
mutant turn into a parent of the next generation. Figure 
4 shows four mutants (offspring's) that are generated 
from parent genotype of Fig. 3. Mutation results in       
(1 + ë) population size. Mutation is expressed as follow
Number of genes to be mutated = Total 
genes×Mutation rate

3) Selection
Selection determines which of the individual will 

survive in a generation. Set of examples are provided as 
input to EANN and output is calculated for all 
population size. Selection is based on maximum 
successful matches of EANN output with the 
individual target values. Selected genotype will be the 
fittest among all population size and will survive.

The process of mutation selection and fitness 
evaluation in each generation continue by evolving the 
genotype until desired behavior of phenotype is 
obtained.
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In this paper the main subject addressed is to 
identify the forged images using PCA and EANN as 
feature extracting scheme and classification algorithm 
respectively. Here EANN is used as classifier whose 
accuracy of identification strongly depend on the 
quality of training data as well as the structure and 
training algorithm chosen [xiv]. The training data 
chosen for identification purpose are the features 
extracted from images using PCA while Genetic 
Algorithm (GA) is used to train the ANN forming 
EANN. Individual can find Neuro Evolution ANN 
application in nonlinear control problem, robot 
controlling cancer detection, spam email image 
identification, face recognition, image authentication, 
image segmentation, image compression and      
several other aspects of image processing [xii],        
[xv-xxix].

Rest of the paper is organized as follows: Section 
III provides a brief background of EANN and its 
operation, followed by the EANN architecture used for 
merged image identification process. Section IV 
describes the methodology used to classify merged and 
original images. It includes the creation of database and 
feature extraction process in detail. Section V and VI 
provides a detailed discussion on the training and 
testing of EANN. Section VII, includes the EANN 
training and testing results. Finally, a brief summary 
and conclusion are in Section VIII.

III.  EVOLUTIONARY ARTIFICIAL NEURAL 

NETWORK (EANN)

EANN is a computational classification system 
based on the functionality and structure of biological 
neural network (BNN). According to Xin Yao EANN 
originates when one of the evolutionary algorithms 
such as evolution strategies (ES), evolutionary 
programing (EP) and genetic algorithm (GA) are used 
to train an artificial neural network [xxx]. In this paper 
GA, working as genotype, is used to find the optimum 
connecting weights (genes) for fixed ANN topology 
known as phenotype. In EANN genotype is a long 
string created only from weights of ANNsynaptic 
connections. EANN phenotype comprise of nodes 
having same functionality as neuron in biological 
neural network (BNN). Fig. 1 shows the computational 
node in EANN phenotype, nodes have several inputs 
and function associated with them; these inputs can be 
from neighboring nodes or from program inputs and 
associated function of each node is a sigmoid function. 
Subsequent subsection put some light on EANN 
functionality and architecture.
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Fig. 5. EANN phenotype

IV. METHODOLOGY

The procedure of merged image identification is 
carried out using machine learning algorithm such as 
EANN described previously. First, features are 
extracted from all the images in the database using PCA 
and are stored in a single text file. Secondly, EANN is 
trained with training data to learn to distinguish 
between merged and original images. Finally, the 
network is tested with “unknown” images to assure 
how considerably EANN has learned to identify 
merged and original images. The overall process of 
merged image identification is shown in Fig. 6.

Fig. 6. Methodology of merged image identification 
using EANN

A. Database Creation
Two databases areused in this paper. One is online 

database comprise of 100 authentic and 100 forged 
color images having dimensions of 384×256, taken 
from internet named as database 1 while self-created 
database 2  possesses 214 merged and 214 original 
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Fig. 2. Procedure of EANN

Fig. 3. Parent genotype

Fig. 4. Offspring Genotype, colored genes indicate 
mutation

B. EANN Architecture
EANN phenotype is made up of nodes analogous 

to neurons in BNN. Nodes  in the EANN phenotype 
works the same as it does in ordinary ANN. Nodes take 
numerous weighted inputs, sum them and pass the 
activity 'S' through sigmoid function which produces 
an output which is always between zero and one. A 
typical computational node and its function are shown 
in Fig. 1. EANN phenotype is a collection of such 
computational nodes. The EANN Architecture chosen 
for the process of identification is shown in Fig. 5. It has 
214 inputs i.e. I_1, i_2, i_3,…, I_214 representing 
features of single image, weights 'w' in the EANN 
phenotype representing the genes in its genotype, 2 
input nodes viz. 'A' and 'B', 1 hidden layer containing 2 
nodes namely 'C' and 'D' and 1 output node 'E'. Output 
node shows the desired behavior of EANN phenotype 
i.e.output '1' and '0'will indicate original image and 
merged image respectively.
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Fig. 8. Block diagram for feature extraction using 
PCA

Fig. 9. Sample final data obtained in the end of 
feature extracting process

The process begins with preprocessing of all 
Images in the databases. Preprocessing reshape all the 
480×640 and 383×256 dimension images of both 
database into 1*175000 and 1*98304 dimension 
vectors. These preprocessed images are arranged in 
data matrix (D), each column of data matrix D represent 
reshaped image vectors called observation (N), having 
M unknown variables, Eq. (1) represents nth 
observation of data matrix D. For instance the data 
matrix formed from original images or merged images 
in database1 have N=214 and M=175000 while N=100 
and M=98304 in case of data matrix formed from 
database2.Aim of data matrix formulation is to reduce 
M=175000 or M=98304 variables to L=213 or L=99 
variables for each observation in the data matrix. Mean 
of data matrix D is found from Eq. (2) and stored in 
vector M. After calculating mean, a new matrix CM 
known as center matrix is calculated using Eq. (3) by 
subtracting image mean M from the data matrix D. 
Covariance matrix of the center matrix is then 
foundusing Eq. (4) by multiplying center matrix and its 
transpose. Principal component variances i.e. 
eigenvalues of covariance matrix of center matrix is 
found using 'princomp' command in MATLAB which 
returns a 214×214 or  100×100 in case of database 1 
and database 2 respectively, of size equal to number of 
observations. Applying Eq. (5), Eigen faces can be 
found by the multiplication of center matrix with 
eigenvalues matrix 'v'. The unnecessary components 
that have small eigenvalues are discarded and feature 
vector is formed from remaining eigenvectors as seen 
by Eq. (5). New data set is formed in terms of these 
eigenvectors which are used as basis vector given by 
Eq. (6)
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images having dimensions 480×640 taken from 
Samsung Galaxy s4 Camera. Photos in database2 are 
merged with the help of Photoshop editing software. 
The merging of photos in Photoshop commence as 
follow. 

Open any two images individually you want to 
merge in Photoshop, make selection using lasso tool or 
quick select. After selecting lasso tool drag the cursor 
over the part of pic individual want to merge. Select 
Refine edge (make changes in dialogue box according 
to individual need), output what individual have done 
to new layer with mask. Move the new layer image to 
background image and adjust its size, apply 
transformation. Click 'Merge Layers' and save it. All 
the merged images in database are created in same 
fashion. The overall process of image merging via 
Photoshop is shown in Fig. 7.

Fig. 7. Merging of photos using Photoshop

The process of merged images identification 
commence with the extraction of features from images. 
As the image is too immense to be processed by the 
EANN algorithm, PCA is employed to eliminate the 
redundant information from images.

PCA is a statistical technique that transforms the 
image to new set of coordinates called the principle 
component [xxxi]. Principle components are the 
directions where the data is more spread out i.e. where 
it has high variance. Fig. 8 and Fig. 9 shows the process 
of obtaining the principle components.

B. Feature Extraction
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Fig. 10. Sample input text file obtained from 
database1 provided as input to EANN

V. EANN TRAINING

EANN is trained on training data set created 
previously to learn to distinguish between merged and 
original image. For training EANN text file similar to 
that shown in Fig. 8, is read by the MATLAB EANN 
training program. Each line in text file can be 
considered as string (chromosome). To make this string 
binary, the data has been normalized between 0 and 1. A 
parent genotype similar to a genotype shown in Fig. 3 is 
constructed in which genes are assigned random 
numbers between -1 and 1. Parent genotype is mutated 
with 10% mutation rate, mutation results in 4 
offspring's analogous to Figure4, thus a population size 
of 5 (1+4) i.e. having 1 parent and 4 offspring's has been 
created. Initially EANN phenotype is constructed using 
the parent genotype. During the first iteration training 
dataset is given to EANN phenotype and outputs are 
calculated for individual ³magesin training data set and 
compared with their respective target values. During 
next iteration one of the offspring genotype is used to 
construct EANN phenotype and trained with training 
data. The process is repeated for all the remaining 
offspring genotypes. Five count for five genotypes has 
been initialized, that count successful match of outputs 
with individual target values. At the termination of first 
generation all the five counts are compared with one 
another, the genotype having maximum count will 
survive and turn into a parent of the next generation. 
The max count indicates the fittest genotype among the 
initial population. The process of mutation and 
selection continue for 1 million generations. The 
genotype which survives after 1 million generation will 
be used in testing the behavior of EANN phenotype to 
examine how substantially EANN has learned to 
distinguish between merged and original image.
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T
D =(D ,D  … , D ) (1)n 1 2 M

Where n=1,2,…,N=428

M(m)= (2)

Where m=1,2,…,M

CM=D -  M*I (3)

Where,(I) is identity matrix

T
Cov(CM)=CM.CM (4)

Eigenfaces= CM×V (5)

Feature vector =(eig ,eig  … ,Eig ) (6)1 2 L

Where L=213 or L=99

T
Final dataset= feture vector × CM (7)

Final data set has dimension of 213*428and 200 * 
99 data matrix in case of database 1 and database 2 
respectively, implying that the value of M for all the 
428 or 200 observation has been reduced from 175000 
or 98304 variables to just 213 or 99 variables, these 213 
or 99 variables in single observation represents the 
features of an image. Finally, the final data sets are 
stored in text files, before storing it, few changes are 
made to final data matrixes, so that the text files are 
compatible with inputs of EANN and these changes are 
described in the subsequent paragraph.

For EANN compatible input preparation, 
transpose of final data matrix is necessitated which 
results in 428×213 or 200×99data matrix. Each row of 
resulting matrixes depicts features of single image. 
Tags known as target values are inserted at 214thand 
100thcolumn for image classification, tags '0' and '1' 
indicates merged and original image respectively. This 
new matrix of size 428× 214and 200× 100is stored in a 
text file. The text file is divided into two dataset known 
as training and testing data sets respectively. Text file 
prepared from database 1 contain 50% of the data for 
training and 50% for testing while text file obtained 
from database 2 contain 90% of data for training and 
10% of data for testing. These data sets will be used in 
the training and testing of EANN. Figure 10 shows the 
sample input text file obtained from data base provided 
as input to EANN algorithm.
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TABLE II

EXPERIMENTAL RESULTS FOR TEN-FOLD TRAINING 

AND TESTING

VIII. CONCLUSION

In this paper, original and merged images are 
identified with the help of Principle Component 
Analysis and EANN, which are used for feature 
extraction and machine learning approach respectively. 
Since, the images are too immense to be given as an 
input to EANN, so for dimensionality reduction the 
feature vectors of images are used. The results obtained 
from EANN for image identification are promising. 
Current EANN is being trained and tested with a target 
of 214 or 100 images. Best results are obtained by 
keeping the number of nodes in each layer small. 
Experimentation showed that identification accuracy 
has reached up to 100% by employing features 
extracted using PCA technique.
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VI. EANN TESTING

The purpose of EANN training was to find 
compatible connecting weights known as the fittest 
genotype which survived for 1 million generation. The 
fittest genotype obtained from the training EANN was 
used to construct fixed EANN phenotype shown in 
Figure 5. EANN that has been trained with training data 
set is now tested with testing data set to figure out how 
well the EANN has learned. Outputs for the entire 
individuals in the testing data set are calculated and 
compared with their respective target values; hence 
performance of system is evaluated. Accompanying 
section include the results obtained from training and 
testing of EANN phenotype with training and testing 
data respectively.

VII. EANN TRAINING AND TESTING 

RESULTS

EANN phenotype was trained and tested with 
different characteristics of phenotype i.e. EANN 
training and testing algorithm was simulated number of 
times with different seed values, increasing network 
size but with fixed mutation rate and same training and 
testing data set. During each run behavior of phenotype 
was checked and efficiency was calculated, the results 
of the experiment are tabulated in Table I.

In the end of experiment 1 it was observed that 
keeping the network size “2×2” and seed value “0” the 
efficiency of EANN phenotype was reached up to 82 % 
but does not exceed this limit while in experiment 2 the 
accuracy of identification reached up to 100% on 
keeping the network size “2×2” and seed value 1.

TABLE I

EXPERIMENTAL RESULTS FOR TWO-FOLD TRAINING 

AND TESTING
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result 
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